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SETI Institute – RFI Classification

Problem
Identify common RFI and prioritize follow-up measurements
for anomalous RFI – while having no labels

Solution
1. Unsupervised feature extraction + clustering
2. Cognitive-assisted interactive labeling

Methods
Convolutional AutoEncoding, t-SNE

~1 Million
Signal events
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Unsupervised RFI Classification

Frequency
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• 14 Million subband spectrogram/images

• 90-95% no signal

• Reoccurring RFI is prevalent

• ~20 common types of RFI spectra

• No labels



RFI Spectrograms



RFI Spectrograms
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RFI Spectrograms





RFI Signal Clustering
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RFI Clustering
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feature 

extraction

Density 
equalization

AutoEncoding Clustering

Cardinality 
determination



Spectrogram samples - Original density



Spectrogram samples – Equalized density (Stat+PCA)



Spectrogram Fourier features



Spectrogram samples – Equalized density (Feature engineering)
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Convolutional Autoencoding: Architectures



Autoencoding Comparison: Encoding Capacity

Dense Dense VariationalConvolutional Convolutional Variational



RFI Clustering
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SNE (2002) of MNIST
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MDS: Multi 
Dimensional 

Scaling

• Global 
geometry 
reconstruction

LLE: Locally 
Linear 

Embedding

• Local geometry 
reconstruction

SNE: Stochastic 
Neighborhood 

Embedding

• Probabilistic 
version of LLE

UNI-SNE
• Alleviates 

crowding 
problem

t-SNE
• Faster 

and more 
stable

2002

2007

2008
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SNE t-SNE

Low-dimensional embedding
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From: van der Maaten, 2008

Gradient comparison
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High-dimensional input

Reproduce similarities

High-dimension & Similarity reproduction



Curse of dimensionality

High-dimensional
similarities

Low-dimensional
similarities



Autoencoding: tSNE plots



RFI Clustering

Preliminary 
feature 

extraction

Density 
equalization

FFT Features t-SNE

Clustering

Cardinality 
determination



Mean-shift DBSCAN Affinity
Propagation

Birch Average
linkage

Ward Mini-batch
K-means

Spectral
clustering
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Mean-shift Ward Mini-batch K-means

Clustering: Qualitative inspection



RFI Clustering

Preliminary 
feature 

extraction

Density 
equalization

FFT Features t-SNE

Clustering

Cardinality 
determination



For n_clusters = 80 The average silhouette_score is : 0.45



Cluster sample 1



Clusters sample 2





Toolchain for Software 2.0
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Software 2.0

(Karpathy, 2017)
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(Karpathy, 2017)
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Software 2.0

Andrej Karpathy (2017)

Software 2.0: 

- “Software written by optimization in the language of weights”

- Engineered systems (1.0) -> Learned systems (2.0)

- End-to-end optimized systems

- Model skeletons + optimizers + supervised data

- Data labelers are the programmers
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Toolchain for Software 2.0

Surrounding dataset/supervision infrastructure

IDE for Software 2.0 (Karpathy, 2017)

- Show full inventory/stats of current dataset
- Create/edit annotation layers for any datapoint
- Flag, escalate resolve discrepancies in multiple labels
- Flag, escalate datapoints thate are likely to be mislabeled
- Display predictions on an arbitrary set of test datapoints
- Autosuggest datapoints that should be labeled
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Cognitive-assisted interactive labeling

Objectives
1. Visualize the quality of feature space
2. Define constraints/characteristics, could be through direct labeling
3. Update the feature space

Requirements
1. Iterative optimization
2. Dimensionality reduction for visualization
3. Fine-grained definition of sample characteristics



Cognitive-assisted 
interactive labeling
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Interactive Supervision with t-SNE





IBM Confidential | Do not distribute | © 2018 IBM Corporation Advanced and Applied AI (IBM Research - Africa)

Cognitive-assisted interactive labeling

1. Higher quality feature space means more homogeneous clusters

2. More homogeneous clusters means greater labeling efficiency

3. More labels means greater homogeneity

4. Edge cases and anomalies are obtained

5. Common classes defined



Questions











https://arxiv.org/pdf/1301.3342.pdf
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