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Point to Point (P2P) Hashing
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• P2P (ANN) search characteristics:
• Computational time (sublinear search complexity)

• Storage space

• What are the unsolved problems？
oHow to measure distance between sets

o Is there any useful information

Introduction
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Set to Set (S2S) Hashing
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Supervised Information

Euclidean space 1 Euclidean space 2

Traditional hash learning methods
manifold 1 manifold 2

Proposed image set hash learning method
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Reference:
• Deep Image Set Hashing, [arXiv:1606.05381v2, 2016]

• End-to-End image Set hashing, but No structural 
Information

Image Set Hashing



• What are we proposing?

o Set-to-Set Hashing => binary codes for a set

o Multiple information => statistical & structural 
information to improve the retrieval performance

o State-of-the-art results

Introduction



Multiple Information for Image Set 
Hashing

• Statistical information: 
o Gaussian-logarithm kernel 

• Structural information: 
o Graph kernel to capture 
topological (clique 
decomposition) similarity



Structural Information and 
Similarity Measure

• Structural information:

• Statistical information: 



Structural Information and 
Similarity Measure

• Structural information:

• Statistical information: 
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Structural Information and 
Similarity Measure

• Structural information:

• Statistical information: 



The Mapping Function

Weak Learners:

The best weak learner 
at iteration t

A strong split (bit):

positive negativeThe mth kernel



Image Set Hashing via Multiple 
Information

• Problem Formulation

Refining 
hash code

Discriminative 
property

MKL



Experiment Settings
• Dataset:

o CIFAR-10: 60, 000 images are randomly selected to 195 
image sets for training process; 100 image sets for test 
query,  the left images are around 50,000 for test 
database (around 1700 image sets)

o Big Bang Theory video (image set) benchmark (BBT): 
3,341 videos with 12 characters, 100 image sets for 
training, 100 image sets for test query, 3041 image sets 
for test database



Retrieval Performance on 
CIFAR-10

Recall curve @24 bits

Performance on CIFAR-10. KLSH, KSH, HER, ISH use image sets as input

Precision curves @24 bits Hamming radius 2



Performance on BBT TV-series

Mean recall curves for Hamming 
ranking using 128 bits

Performance on BBT. KLSH, KSH, HER, ISH0, ISH use image sets as input

Mean precision curves for 
Hamming ranking using 128 bits

Mean precision-recall curves for 
Hamming ranking using 128 bits



• S2S provides the promising 
applications/results comparing to the 

traditional hashing methods (P2P)

• S2S hashing improves the retrieval 
performance by utilizing multiple (structural 

and statistical) information

• State-of-the-art results in retrieval datasets

• No complex deep learning frameworks

Summary



MAX for Developers
Find model 

asset

Deploy pre-
trained 

model asset

Use model 
asset 

ibm.biz/model-exchange

• Audio classification
• Image classification
• Text classification
• Object detection
• Facial recognition
• Image-to-image 
translation

• Image-to-text 
translation

• …



IBM Data Asset eXchange (DAX)

21

• Curated free and open datasets under open data licenses
• Standardized dataset formats and metadata
• Ready for use in enterprise AI applications
• Complement to the Model Asset eXchange (MAX)

Data Asset eXchange

ibm.biz/data-asset-exchange

Model Asset eXchange

ibm.biz/model-exchange
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